
  
Abstract—During the last couple of decades the number of 

documents in digital form has grown tremendously in size. 
Consequently, being able to automatically organise and classify 
documents is highly important. The target of research in 
classification is to partition unstructured sets of documents into 
groups that give a description of the contents of the documents. 
Since the task is to assign  documents to one  or more classes or 
categories, it can be realised either manually or automatically, 
based on a set of algorithms. 

This paper presents a smart information and document 
analyser called ABBA. ABBA uses machine learning and 
natural processing techniques to provide a number of useful 
functions including correcting mistyped words in documents, 
separating intermingled documents, classifying documents into 
designated groups, extracting information from documents, 
and easing document access, document control, management 
and storage by processing even unstructured documents. In 
addition to presenting the details of ABBA, this paper also 
gives information about major solution areas and sectors in 
which ABBA can be used. 
 

Index Terms—Information analysis, document analyser, 
machine learning techniques, natural language processing. 
 

I. INTRODUCTION 
Physical archives and record storage facilities provide a 

proper environment for the purpose of storing documents, 
records and materials which require permanent protection. 
Although archiving and record storing must be done in high-
performance buildings with systems designed to operate 
permanently with zero tolerance for failure, in reality the 
situation is much different in most low to medium income 
countries, and since archiving and record storing are delivered 
by the offices typically located in basements, in disasters such 
as flooding and fire, important documents and records are in 
danger. Digital archives, on the other hand, are protected 
against threats such as unauthorized access and data loss, and 
physical hazards are not a concern for such archives.  

As mentioned above, traditional physical archives are 
open to different threats. Moreover, the documents in those 
archives may become obsolete over time and the writings on 
the documents may become unreadable. Since the archives 
can contain many documents, it is a difficult and time-
consuming process for the employees to reach these 
documents, to process them on daily basis and to update 
 

  

 
  

 
 

 
 

them. On the other hand, digital archives do not require 
manpower for operations such as finding a document and 
updating it. These operations are performed very quickly 
and effortlessly. It is quite easy to create versions for 
updated documents and keep them together.  

Document analysis can be described as the process of 
examining the content and structure of documents in order 
make information therein analysable; and, information 
analysis is the process of inspecting, transforming and 
modelling information in support of a decision-making 
process.  

The term ‘document analysis’ refers to the processes of 
locating and analysing patterns or facts in existing documents 
and can be performed either as a standalone procedure or as a 
necessary forerunner to collecting new data using other 
approaches [1], [2]. Its time and cost requirements are minimal 
since it does not involve collecting new data. Basically, it 
involves gathering information used in a formal description of 
the electronic text and examining the content and structure of 
documents to identify and name the components of some class 
of documents, to specify their interrelationships, and to name 
their properties. Since in recent years the amount of 
information available in electronic publications, e-books, e-
mail messages, news articles, blogs, and Web pages has 
increased rapidly, document classification has become a critical 
process.  

Machine learning (ML) and natural language processing 
(NLP) are two widely used techniques in document 
classification. ML methods can be broadly categorised into 
two main categories: supervised and unsupervised. 
Supervised ML methods require predefined category labels 
to be assigned to instances in training sets. However, in 
unsupervised ML methods, training instances do not carry 
class labels.  

In the last decade, document classification has been heavily 
investigated [3]-[9]. Baker et al. in [10] report the results of a 
series of experiments that consist of the integration of fully 
automatic document classification approaches into an existing 
document retrieval system. In [11], Joachims explains the use 
of Support Vector Machines (SVMs) for learning text 
classifiers from examples by analysing the particular properties 
of learning with text data and identifying the suitability of 
SVMs for document classification.  

NLP is a multidisciplinary field and concerned with the 
interactions between computers and natural languages [12], 
[13]. Therefore, NLP is related to the area of human-computer 
interaction. In the context of text classification, NLP allows for 
the introduction of linguistic rules to the system. Basile et al. in 
[14] argue that to provide a large set of semantically 
annotated texts with formal semantics, using a bootstrapping 
method that comprises state-of-the-art NLP tools for parsing 
and semantic interpretation is a good approach.  

As ABBA is mainly based on Turkish, it might be useful to 
go into the relevant literature for this language to some extent. 
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In [15], Kılıçaslan argues that even discourse-pragmatic factors 
come into play in the informational structuring of Turkish 
sentences. In [16], it is claimed that the specificity status of the 
referent of a non-partitive (NP) cannot be the ultimate criterion 
for this NP to carry or not to carry case morphology in this 
language. Moreover, it is argued that the determining factor in 
case marking alternations in Turkish is the informational status 
of the NP in the partitioning of the semantic material of the 
sentence between described and resource situations. Kılıçaslan 
et al. in [17] propose a three-layered morpho-phonological 
analyser for Turkish and design and implement three types of 
automata to carry out the autonomous operations. The layered 
approach is based on the recognition of the autonomy of the 
levels of a language and each automaton is responsible for 
combining linguistic units relevant to the level implemented 
into larger fragments.  

In sum, although NLP is a highly useful tool in 
classification tasks, complementary methodologies and 
approaches to automatically correct mistyped words [18]-
[20] and extract information from documents [21], [22] are 
needed to fulfil a text classification task successfully.  

In contrast to the studies in the literature that focus on the 
use of specific ML techniques or NLP approaches for 
document classification, this study mainly focuses on 
developing fully operational information and document 
analyser via the integration of ML techniques. The rest of 
this paper is structured as follows. Section II presents an 
overview of ABBA. Section III explains how ABBA 
handles documents in detail. Finally, this paper is concluded 
in Section IV. 
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Cost Not costly and It is time costly to find, 
 update, and archive  effective   

documents.    
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Practicality 
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Search 
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Update 

It is fast to find, Updating takes  update, and then  significant time.   

archive documents.    

 

II. A TOP VIEW OF ABBA 
ABBA is an intelligent information and document analysis 

tool. With its learning and NLP capabilities and with its ability 
to automatically process even unstructured documents, ABBA 
has distinct advantages over conventional document 
classification and archiving approaches as listed in Table I. 

 
ABBA is equipped with the following functionalities: 
 morphologically analysing words,  
 spell-checking and correcting mistyped words 

(which are very frequent in Optical Character 
Recognition (OCR)ed documents) in documents,  

 separating intermingled documents,  
 classifying documents into designated groups,  
 extracting information from documents,  
 easing document access, document control, 

management and storage.  
With its above-mentioned distinct functions, ABBA is an 

effective solution for many areas such as service office 
(scanning & data entry), image/data capture, institutional 
content management and archive, electronic document 
management, media management, process modelling 
andprocess management solutions, and physical archive 
management.  

ABBA can work either as a standalone module or as part 
of an automated content management process and can 
accept structured, semi structured or unstructured forms via 
e -mail, mobile devices, fax, physical papers, and files. 
Before going into the details of its internal structure and 
working, let us have a quick look at the content 
management process where ABBA is situated. Fig. 1 depicts 
this process. 

 

 
Fig. 1. ABBA as part of a content management process. 

 
ABBA is a station in a journey of documents. As shown 

in Fig. 2 the journey starts with a scanning operation. 
 

 
Fig. 2. Conversion of physical documents into digital images. 

 

 
Fig. 3. Conversion of digital images into machine-encoded texts. 

 
This is simply an operation through which the content of a 

physical document is converted into a digital image. As shown 
in Fig. 3 the scanning operation is followed by an operation of 
character recognition. This is an operation whereby the image 
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TABLE I: ABBA VS CONVENTIONAL DOCUMENT CLASSIFICATION AND
ARCHIVING APPROACHES



of a typed, handwritten, or printed text is converted into a 
machine-encoded text. This operation can be carried out with 
software equipped with an OCR, Intelligent Character 
Recognition (ICR), Optical Mark Recognition (OMR), or 
barcode reading function. 

The machine-encoded texts are fed into ABBA of which 
they come out as spell-checked and –corrected, grouped, 
classified and easily accessible documents. The output of 
ABBA goes to a verification stage as shown in Fig. 4. In this 
stage, documents are screened and checked by staff to verify 
that they are correctly classified into designated types. 
Finally, the verified documents are organised and archived 
for later use (see Fig. 5). In what follows, we will look at the 
internal structure and functionality of ABBA. 

 

 
Fig. 4. Verification of the classification of documents. 
 

 
Fig. 5. Archiving the verified documents. 

 

III. ABBA FROM AN INTERNAL POINT OF VIEW 
ABBA consists of three modules. All documents coming 

into ABBA first have to go through a Word Processor. 
Afterwards, they pass through either a Rule-based Document 
Processor or a Learning-based Document Processor (see Fig. 
6). 

 

 
Fig. 6. The internal structure of ABBA. 

 
Fig. 7. Structure of the word processor of ABBA. 

 
The structure of the word processor of ABBA is shown in 

Fig. 7. To improve the accuracy of the word corrector used 
in ABBA, a morpho-phonological analysis module has been 
developed. Since most of the documents in our experimental 
study originate from Turkish, a finite-state automaton has 
been designed for analysing Turkish words (see Fig. 8). 
Using the automaton, the words are separated from the 
suffixes and the stems are identified. The overall word 
processing stage of ABBA is shown in Fig. 9. 

 

 
Fig. 8. Automaton used by the morpho-phonological analyser. 

 
Document separation and classification is either realised 

using the rule-based document processor shown in Fig. 10 or 
the learning-based document processor shown in Fig. 11. Both 
processors presuppose a set of words to be used for 
discriminating documents from each other. Very roughly, if a 
word occurs in a certain type of documents more frequently 
compared to the rest, it receives a discriminating status for 
that type of documents. The words to be used to this effect 
are determined in a context-sensitive way by analysing the 
documents to be classified. The rule-based document 
processor makes use of these discriminators in some user-
defined classification formulas. For the learning-based 
processor, the discriminators serve as learning attributes. 
Therefore, each instance in the training set is annotated in 
accordance with these attributes. The training set comprises 
a certain amount of documents to be processed. The process 
of document separation and classification of ABBA is 
shown in Fig. 12. 
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Fig. 9. Word processing stage of ABBA.

Fig. 10. Structure of the rule based document processor of ABBA.

Fig. 11. Structure of the learning based document processor of ABBA.

Fig. 12. Document separation and classification stages of ABBA.

IV. CONCLUSION

Effective business processes require fast and easy access 
to relevant information and documented evidence. Therefore, 
every organization needs a system that classifies documents 
to enhance its business processes. Automatic document 
classification appears in many applications and is attractive 
since manually organising document bases can be costly or 
unfeasible given the time constraints of the application or 
the number of documents involved in the classification task.

Document analysis can be described as a set of functions 
for automatic detection of specific objects on a page such as
text blocks, barcodes, tables, pictures, and separators. In this 
paper, ABBA, which has been developed to speed up the 
document analysis process and to raise the quality of this 
process, is presented. ABBA bears a crucially degree of 
novelty as it brings together both ML and NLP techniques 
for document analysis.
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